
Incident Process

Step 1

1. ONE Regions create the incident with right priority defined and the detailed description included in ONE ServiceNow
     a. Please refer to the  "How to Create Incident in ONE ServiceNow" section below 
     b. Please refer to the "Incident Priority&SLA" section to define incident priority

2. ONE GSD need assign to CI&T Team(yansen@ciandt.com) in ServiceNow if the issue belong to CMS
 
3. If the priority of issue is "Critical" in ServiceNow, GSD can call CI&T 24*7 Helpdesk below to remind it.
     a. China number: +86-18606690173  
     b. Singapore number: +65-31583052

4.  WatchList in Service Now : ghq.ecommerce@one-line.com (All incident) , OTSK.ecom@one-line.com(Only Critical 
Incident)

Step 2

1. CI&T respond to the issue, if is requried more information from ONE Regions, CI&T need to add comment in the 
incident in ServiceNow, and if urgent, can call ONE Regions directly to confirm it.

2. Once confirm it is the incident, If critical issue, such as site down, CI&T need to put the global site and all region sites 
to maintence mode, meanwhile
CI&T need to send email to ONE group below to inform this incident following the team template defined in "Sample 
for reference" sheet

otsk.ecom@one-line.com,
ghq.ecommerce@one-line.com
ghq.gcsm.digital@one-line.com
dinh.nham@one-line.com
an.phamvan@one-line.com
linh.dangv@one-line.com
khanh.ledn@one-line.com
nhu.ta@one-line.com
huynh.nguyenq@one-line.com
diep.nguyentn@one-line.com 
hung.truongv@one-line.com
thien.hoang@one-line.com
ecom.general.otsv@one-line.com
ecom1.otsv@one-line.com
ecom2.otsv@one-line.com 
ghq.bpit.leads@one-line.com
ghq.bpm.divall@one-line.com
na.servicedesk@one-line.com
na.reporting.support@one-line.com
edi.support@one-line.com 
Global.EDI.Management@one-line.com
na.edi.support@one-line.com
NA.BPIT.CSVC@one-line.com 
NA.BPIT.Operations@one-line.com  
NA.BPIT.FandA@one-line.com  
NA.BPIT.Training@one-line.com
OPUS.All.Users@one-line.com
eas.rhq.bpit@one-line.com,
jp.bpm.all@one-line.com
cn.sha.bp@one-line.com,
sas.rhq.bpm@one-line.com,
la.rhq.bpit@one-line.com,
eua.dailydeployment@one-line.com,
na.dailydeployment@one-line.com,
ONE.RPA.SUPPORT@one-line.com,
la.rhq.it.ops@one-line.com,
sin.ots.employee@one-line.com,
sas.country.bpit@one-line.com,
hksc.bpit.bpm@one-line.com
eua.it.infra@one-line.com  
eua.processmanagement@one-line.com  
eua.edi.support@one-line.com
ecomm.support@one-line.com

Step 3

1. CI&T need to investigate the incident tegether with Acquia support team.

2. Meanwhile, CI&T need to follow the standard to keep the ONE group for the status update via email, as well as the 
incident in SeriveNow 
   a. For Critial issues, CI&T Team need keep the status update every 30 minutes 
   b. For High issues, CI&T Team need keep the status update every 1 hour
   c. For Medium issues, CI&T Team need keep the status update every 2 hours 
   d. For Low issues, CI&T Team inform the ONE regions once it is resolved

Step 4
1. After CI&T resolve the incident, update the status in ServiceNow and inform ONE regions to verify it 

2. ONE Regions verify the issue and get back to CI&T in ServiceNow

Step 5

1. Once ONE Regions verified the incident without any additional issues, CI&T will add the detailed root cause 
information in the ServiceNow and close the incident in ServiceNow

2.Meanwhile, if Critial issues, CI&T should prepare the RCA report and share with ONE Region for the review

Step 6
1. ONE Region review the Root Cause Analyais report and discuss with CI&T about prevention action plan, and finally 
ONE agree with the prevention action plan with timeline included

Step 7 1. CI&T follow the timeline proposed and finish the prevention actions plan, and inform the ONE group

Incident Priority&SLA

Request 
Type

Description/Examples Priority
Response 

time for 95% 
of the issues

Resolution 
Time

95% of the 
issues

Incident

Site is inoperative; or production operations or productivity are severely impacted with no available workaround; or is 
a critical security issue. Critical 2 hour 4 hours

Site is operating but issue is causing disruption of Customer's business operations; workaround cannot be used for an 
extended period. High 4 hours 8 hours



Incident
Site is operating and issue’s impact on the Customer's business operations is moderate to low; a workaround or 
alternative is available. Medium 8 hours 12 hours

Issue is a minor inconvenience and does not impact business operations in any significant way; issues with little or no 
time sensitivity. Low 12 hours 16 hours

Note: 
CI&T will aim to achieve the SLAs below. However, it's important to note that several aspects of incidents involve platforms and process out of CI&T control (e.g.: Acquia platform, 
process, etc) and thus the Resolution SLAs may not be achieved given those dependencies

How to Create Incident in ONE ServiceNow

Step 1
 
1. If you do not have ONE ServiceNow, please contact your RBPIT to create incident in the ServiceNow.

Step 2 1. Open the ONE ServiceNow and login your account

Step 3

1. Click Create New link on the left navigation

Step 4

1. Input all mandatory information in the screen:
   a. Ticket requester: the person who reported this issue
   b. Category: Application
   c. [Criterion 1]: CMS
   d. [Criterion 2]: you need to select which cms site have this issue
   e. Enviornment: Production
   f. Priority: Please follow the "Incident Priority&SLA" to define the priority
   g. Incident State: Pleaseconsider "Open" as the initial status
   h. SR Creator: RBPIT
   I. Assignment Group: GSD
  J. Watch list: ghq.ecommerce@one-line.com
  J. Short Description: mention which kinds of issues happened
  K. Detailed Description: To avoid back and forth discussion, please add more information as you can, and attach the 
screenshot will be helpful as well

Step 5

1. Click submit button, you can see the new incident shows in the list as below:



1. Sample how to fill the foot cause

2. Sample for email template to inform the ONE if the incident happen

Title : ONE CMS Corprate Sites Incident Notification

Dear all,

We inform you of system failure as below.

1 Incident Date/Time 2021-05-03 8:35 ~ (SGT)

2 Incident Description ONE CMS Copreate Sites are down

3 Impact Customer and CMS users are not able to access it

4 Current Status CI&T Team is checking the error log to see if any issue happened in server side

5 Inc. No INC0107918

We apologize for your inconvenience. Please contact CI&T or register issues to INC ticket, if any.

If you require assistance, please contact us
  - Email : one-support@ciandt.com 
  - Phone : China number: +86-18606690173 
                 Singapore number: +65-31583052

3. Maintenance page for the unplanned site outage




